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1 Proposed programme of work

This proposal seeks support for six months focused on grant development for a
project with applications in reasoning about textual data. The methods have
implications for mathematical reasoning within a social framework. This work
will consolidate results from the EU FP7-ICT COINVENT project (611553).
This short project will be based at Goldsmiths, University of London, with
Professor Simon Colton as PI and Dr Joseph Corneli as named researcher.

The primary deliverable in the project is a new multisite grant proposal.
Discussions about the content of proposal are already underway with Simon
Colton and Teresa Llano (Goldsmiths/Falmouth), Alison Pease (Dundee) and
Daniel Winterstein (Winterwell Associates). One of the central themes to be
developed in the grant is the role of argumentation in making sense of a given
obscure text. Pease et al. (unpublished) have been developing a Lakatos-inspired
theory of argumentation in mathematics that will offer a relevant foundation. A
more restricted prototype of our argumentative theory was previously applied
to evaluate simple concept blends [3]. The proposal builds on earlier research
by the RA and close collaborators into dialogues and other forms of social in-
teraction in mathematics [10, 6, 9] and aims to combine theories of discourse
with technical knowledge from mathematics domains. The expected long-term
impact of this small-scale project is that it will foster the development of compu-
tational agents that simulate or participate in MiniPolymath-style discussions.
Grant development work will be supported by a small-scale technical pilot study
that will help shape the direction of the grant. The distribution of effort will be
3 days a week devoted to grant-writing, 2 days a week to technical work, over a
total of 24 work weeks (6 months). A work plan follows.
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Tasks:

1. Develop a new EPSRC responsive mode bid. This constitutes the
critical core of the project. See the outline of work packages below; this
sketch will be refined with project partners. [85 days]

2. Carry out a pilot study. Stack Exchange provides a corpus with rich
content from various technical and non-technical domains. One task for
which success is easy to quantify is matching existing Stack Exchange
questions with their answers (henceforth, SXMATCH). SXMATCH can
be understood as a much simplified version of the full question-answering
problem, but one that is nevertheless grounded in real-world data (which
makes it different from a previous important strand of research on dialogue
[13]). This pilot study will compare simple computational approaches
to SXMATCH, using industry-standard distributional semantics systems
GloVe [11] and word2vec [8] and a next generation competitor [7]. The
aim is to provide a baseline success rate for SXMATCH, as a proof of
concept motivating further work on this task using more intricate models
of technical discourse in the 3 year grant (see WP3, below). [35 days]

Tentative sketch of work packages for the 3 year grant (2017-2020):

[WP1] Obfuscating fictional and mathematical ideas through rhetoric.
Most interesting questions include obscure components. This work
package will use rhetorical techniques to generate a set of aesthetically
or pedagogically interesting test cases to be disambiguated in WP2.

[WP2] Argumentation for resolving obscure ideas. Reasoning about
typical and non-typical meanings can be embedded in an argumenta-
tive framework, in which defeasible support for different understandings
(identified, e.g., via corpus methods) can be discussed.

[WP3] Models of technical discourse This work package will make use
of compositional semantics [4, 2] and the distributional compositional
semantics [1] approach, along with social network models, and domain-
specific knowledge encodings for mathematics to improve the success
rate for SXMATCH on two mathematics-specific sites in the StackEx-
change network, MathOverflow, and math.stackexchange.net.

[WP4] Agent-based modelling. Build agents that can generate and par-
ticipate in argumentative dialogues by asking and answering questions.
The usefulness of the generated questions and answers will be validated
in a study with Stack Exchange users.

[WP5] Industrial applications. Develop applications of the above, drawing
also on recent advances in “Long Short-Term Memory” (LSTM) neural
nets [12], within, e.g., automatic email answering systems. The flexible
syntax and loose semantics of poetry make it an attractive focus for
test cases.
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Risk management: The team has been involved in earlier collaborative re-
search exploring the various facets of the proposal [5, 14, 3, 9]. The pilot study
is intended to ensure that the specific thrust of the proposal current is validated.
Depending on the results from that study and developments at other project
sites, the details of the 3 year EPSRC bid would be able to shift: e.g., we might
see that distributional semantics is not useful for working with technical con-
tent, and emphasise a different approach to knowledge representation in WP3.
The named researcher will give a DReaM talk at the mid-point of the project to
share preliminary results, and will gather feedback from the wider community.

2 Expected deliverables

• A conference paper that addresses the question-answer matching problem
SXMATCH within a pilot study that compares different distributional
semantics models and outlines future work.

• A multi-site EPSRC responsive mode bid that will develop this plan of
work in detail and describe potential applications within dialogue systems.

• Two DReaM talks summarising the state of work, at the mid-point and
at the end of the project.

3 Actual deliverables

4 Summary
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